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Abstract
De-identifying microdata is necessary yet difficult. Myriad tech-
niques exist, which reduce risk and preserve utility to varying, often
unclear extents. We conducted a thematic analysis of 38 online de-
identification guides for practitioners, to understand what content
they contain and how they are designed to support decision-making
and execution. We highlight trends and differences between guides,
and we find some concerning patterns, including inconsistent defi-
nitions of key terms, gaps in coverage of threats to de-identification,
and areas for improvement in usability. We identify directions for
future research and suggest changes to de-identification guidance
in order to better support practitioners in conducting effective de-
identification.

CCS Concepts
• Security and privacy → Usability in security and privacy;
Privacy protections; Data anonymization and sanitization.
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1 Introduction
Sensitive personal data is collected and shared for a variety of
purposes that do not require individuals to be identified: tech com-
panies collect usage data to improve their services [5, 7], statistics
agencies publish administrative data to create transparency for
public funding and policy [1, 18], and researchers share study data
to enable replication, meta-analysis, and follow-up work [64, 117].
Tying sensitive information back to individuals can result in various
harms: data about sexual behavior may be socially stigmatizing,
data about reproductive care may result in legal consequences, and
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data about political opinion in conflict zones may lead to physi-
cal violence. Practitioners aim to reduce this risk by de-identifying
data—modifying data, or the interface for viewing it, to make it
more difficult to re-identify or learn information about individuals.

De-identification techniques are many, and striking a bal-
ance between risk and utility can be difficult in the presence
of various attacks [21, 74, 96]. Many traditional approaches are
time-consuming [6] and offer questionable protection against re-
identification [21, 74], while newer ones such as differential pri-
vacy [26]may be unfamiliar or unacceptable to practitioners [14, 72]
or lack accessible, fully featured tools to assist in implementa-
tion [37, 38]. In many cases, as a secondary concern [3] that can
interfere with the primary goal of publishing data, de-identification
may be treated as an afterthought with limited time and resources.

Online guidance has an impact on how other professionals ap-
proach security and privacy tasks [4, 9, 114]. Similarly, well de-
signed guidance could help practitioners de-identify data efficiently
and effectively by teaching approaches that are proven, context-
appropriate, and accessible. Indeed, the Internet abounds with de-
identification advice, ranging from short corporate blog posts to
guides containing hundreds of pages. To assess the quality and
consistency of these existing resources, we conducted a thematic
analysis of 38 recent online guides that explain how to de-identify
microdata.1 We investigate two research questions.

RQ1: What content do de-identification guides contain, par-
ticularly with regard to techniques and attacks? We provide a
detailed breakdown of techniques and attacks covered by guides,
finding that some basic techniques are covered near-universally,
but technically complex ones such as differential privacy are in-
frequently mentioned—especially in guides for researchers. We
find that terms such as anonymization, aggregation, and differential
privacy are defined inconsistently across guides, sowing potential
for confusion. And we observe notable gaps in threat coverage,
including overselling the outcomes of de-identification, claims that
variables such as salary and medical diagnosis are non-identifying,
and patchy coverage of reverse-engineering attacks. We recom-
mend terminology and content updates to address this patchwork
of contradictory and misleading information.

1Microdata refers to data about individuals (e.g., each record in the dataset represents
one person or a small group of people), as opposed to aggregate statistics, where
released data is about groups or the entire population (e.g., cells in a table contain
counts of how many people fall into certain categories).
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RQ2: Are guides designed to help readers decide on a de-
identification strategy and carry it out? We find that guides do
discuss trade-offs to help readers choose between de-identification
techniques; however, much of this is vague, merely stating that
choosing one approach over another will change the balance be-
tween privacy and utility. Several guides contain encyclopedic ta-
bles of techniques or instructions, which have the potential to
be useful resources but also overwhelming or overly prescriptive.
And we find that few guides provide thorough examples of de-
identification or real-world case studies of disclosure. We recom-
mend that guides include more examples and case studies, and we
identify directions for future work that would help inform how best
to inform and teach practitioners about de-identification.

2 Background and terminology
We first cover background on disclosure and de-identification, in-
cluding both traditional and state-of-the-art perspectives, as both
are important context for our analysis of guides. We then turn to
related work on challenges and guidance for practitioners, on both
de-identification and other security and privacy tasks.

De-identification does not have one definition and is often used
semi-synonymously with other terms including anonymization,
pseudonymization, statistical disclosure control, and masking.2 In
this paper, we define de-identification as a process of modifying
data, or the interface for interacting with it, to reduce the risk that
someone with access to the data could learn information about
individuals. Thus, we are interested in how guides cover topics that
range from modifying raw data to prohibiting misuse through data
use agreements, but we consider securing data against unintended
access (e.g., data breaches) in the first place to be out of scope.

2.1 Disclosure
Any release of de-identified data carries risk of disclosure: that
attackers may learn information about individuals from the data.
To make sense of how de-identification guides talk about disclosure,
we break attacks into two component parts: disclosure types (what
information is revealed) and mechanisms (how attackers uncover
this information).

In this paper, we refer to three non-overlapping disclosure types,
which mirror the three types defined in traditional literature [55]:

• Identity disclosure: deducing which record in a dataset
refers to an individual. E.g., finding direct identifiers such as
email addresses in the dataset, or singling out records with
unique combinations of indirect identifiers such as occupa-
tion and race.3

• Attribute disclosure: deducing traits of an individual with-
out identifying one specific record. E.g., narrowing an indi-
vidual down to a subset of records that have certain values
in common.

2Among these variations is the spelling of de-identification (vs. deidentification); here,
we elect de-identification, which is significantly more popular according to the Google
Books Ngram Viewer [40].
3This work focuses on identity disclosure through singling out, as it is more complex
to defend against than identity disclosure through direct identifiers.

• Probabilistic inference: estimating information about an
individual with higher likelihood of accuracy, but not cer-
tainty. This (as well as attribute disclosure, occasionally) can
apply to individuals not in the dataset.

We also refer to three disclosure mechanisms that help to tie
de-identified data back to specific individuals:

• Linking: connecting de-identified records to external data
that is identified. E.g., matching a record to voter registration
data using zip code, birth date, and gender.

• Personal knowledge: an attacker leveraging their own
knowledge of individuals to aid in disclosure. E.g., a work su-
pervisor using their knowledge of co-workers’ backgrounds
to re-identify them in a company survey.

• Reverse engineering: undoing de-identification techniques
using knowledge or assumptions about how they were ap-
plied. E.g., uncovering a deterministic method of replacing
names with pseudonyms. More examples are given in Ap-
pendix C in the supplementary materials.4

Traditional perspectives on disclosure often divide variables into
different classes: direct identifiers, which can identify an individual
on their own (e.g., email address, ID number), indirect identifiers,
which can identify an individual in combination (e.g., race, location,
occupation), and non-identifiers, which are left out of risk consider-
ations (e.g., outcome of a medical treatment, response to an opinion
question). A landmark study demonstrated the risk of traditional
indirect identifiers, estimating that 87% of the U.S. population is
uniquely identifiable by their zip code, birth date, and gender [96].

In reality, though, all variables exist on a spectrum of risk, as
demonstrated by a study that identified individuals in the Netflix
Prize dataset, by linking de-identified movie and show ratings to
named accounts on a public ratings website [74]. Thus, experts on
disclosure discourage simplistic distinctions between identifying
and non-identifying variables [75, 80].

2.2 De-identification techniques and standards
Basic de-identification techniques include deleting data, pseudo-
nymizing named entities, and generalizing values into less granular
categories. These produce data that is still accurate but less spe-
cific to individuals. Other techniques produce data that is actually
inaccurate, by adding noise, swapping values between records, or
generating synthetic data based on properties of the original data.
Table 1 contains an overview of the de-identification techniques
covered in this work. Carvalho et al. go into much greater depth
on what researchers know about a wide range of de-identification
techniques [17]; our work instead aims to make sense of how prac-
titioners are informed about de-identification.

Some standards lay out instructions for how to de-identify data.
The Safe Harbor provision of the U.S. Health Insurance Portability
and Accountability Act (HIPAA) lays out 18 types of identifiers for
healthcare providers to remove from their data [108]. Independent
groups may also develop their own standards: the U.S. Agency for
International Development’s Feed the Future project defines rules
for how funded researchers should generalize and add noise to
geolocations, dates, and ages before publishing data [45].

4https://osf.io/mz4p5/
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Table 1: An overview of the de-identification techniques and standards we focus on in this work. Carvalho et al. discuss much
of the same material in greater detail [17]. Note we include techniques because they were discussed in de-identification guides,
not necessarily because we recommend them. Indeed, some are actively discouraged by parts of the research community.

Name Description Examples

Delete Remove data entirely, leaving values blank or replacing them with values
such as N/A; sometimes called suppression.

Remove all values for gender. Re-
move ages 85 and above.

Pseudonymize Replace named entities with persistent identifiers. Enables multiple records
involving the same entity to be associated without naming them.

Replace all instances of Martin with
P1. Replace Madison with City 1.

Hash or encrypt Replace values with meaningless hashes and ciphertexts. Ideally, values
should be hashed with a salt that is random, long, and secret, in order to
prevent brute forcing. Encryption may or may not be done in such a way
that the same value produces consistent ciphertexts, depending on the aims.

Replace Martin with its salted SHA-
256 hash.

Partially obfuscate Truncate, scramble, or otherwise modify values in a way that still leaks
information about their original form. Can be considered a form of gen-
eralization (see below), but we distinguish partial obfuscation in that the
modified values are not generally intended to be meaningful.

Replace Martin with M. (truncated
to first letter), trnima (scrambled), or
****** (six characters replaced by as-
terisks).

Subsample Release only a portion of the entire dataset. Randomly remove 50% of records.
Generalize Replace granular values with categories or ranges that encompass them;

sometimes called recoding or aggregation. Special forms include top-coding
and bottom-coding, which group all values above or below a threshold, and
rounding, which effectively generalizes numbers into ranges.

Replace Madison with Wisconsin. Re-
place Chinese with Other. Replace
age 93 with 85+ (top-coding). Round
38 to 40.

Change data type Replace values with a different form of data, typically less sensitive or
identifying.

Replace hospital stay start and end
dates with length of stay.

Add noise Distort values, e.g. by applying calibrated numerical offsets, or by randomly
changing a portion of categorical values. Noise is usually semi-random,
though we include manually chosen offsets for the purposes of this work.

Change the date 04-05 to 04-07. Flip
10% of responses between Yes and
No.

Swap values Exchange some or all values between records, usually in a systematic way
(randomly, or following an algorithm).

Select two records with ages 20 and
24, and then swap their ages.

Micro-aggregate Replace groups of individuals with records averaging their values. Replace three records, ages 20, 21,
and 22, with one record, age 21.

Synthetic data Generate fake data based on the real data. This can be released as a fully
synthetic dataset, or synthetic data can be mixed in with the real data.

Use Bayesian inference to generate
data with the same distributions.

k-anonymity Ensure each individual in the data is identical to at least k-1 others in a
specified set of indirect identifiers [97].

Delete and/or generalize data until
k = 5 for race, gender, and age.

Differential privacy Algorithmically modify the data (usually add noise) to achieve a formal guar-
antee limiting the impact of each individual’s inclusion in the dataset [26].

Use the Laplace mechanism, 𝜖 = 1.5,
to add noise to all values in a dataset.

Other standards, such as k-anonymity, lay out properties of de-
identified datasets without hard rules for how to achieve those
properties. A dataset is k-anonymous if each individual in the data
is identical to at least k-1 others in a set of indirect identifiers that
are deemed risky for linking with public data [97]; intuitively, this
provides safety in numbers by preventing attackers from linking a
known individual to one specific record in the data. k-anonymous
data can be vulnerable to re-identification using non-traditional
identifiers; variants have been developed to address this and other
limitations [61, 62], but these may still be vulnerable to reverse
engineering attacks, depending on implementation [21].

Many consider differential privacy to be the state of the art for
de-identification. Differential privacy algorithms provide a proba-
bilistic upper bound on the impact of any one individual’s data on

the de-identified dataset, usually by adding noise [26, 28]; this neces-
sarily limits an attacker’s ability to re-identify and/or learn informa-
tion about individuals. The upper bound, which can be tuned using
the 𝜖 parameter, is formally defined and cannot be exceeded (assum-
ing proper randomness), even by processing de-identified data or
linking new data [29]. Researchers are still developing differential
privacy implementations and evaluating outcomes for new con-
texts [15, 34, 42, 49]. Differential privacy has attracted controversy
from the social science community, primarily due to perceived util-
ity trade-offs [14, 72, 113]. Some privacy researchers [10, 12, 35, 70]
have also expressed caution towards differential privacy for simi-
lar reasons, though others have demonstrated in specific contexts
that differential privacy can actually result in good [69] or even
better [20, 60] utility than other de-identification approaches.
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2.3 Challenges and guidance for practitioners
Awide variety of practitioners are involved in de-identification—not
only privacy experts and programmers at companies and national
statistics agencies, but also many who may have fewer resources
and expertise, such as social and behavioral researchers who are
expected or required by their funding sources to publish sensitive re-
search data [43, 76]. This is important, because de-identification can
be quite difficult. Balancing privacy and utility is difficult in prac-
tice, whether practitioners employ deletion [50], k-anonymity [6],
or synthetic data [94]. Differential privacy also poses challenges:
for examples, the lack of satisfactory generalized implementations
means that practitioners have had to create their own [37, 38, 42],
and choosing an appropriate value for 𝜖 is not straightforward [27].

Many researchers have aimed to help practitioners carry out
de-identification. Some have created and evaluated frameworks
for de-identification in different contexts [6, 16, 33, 63, 65]. Oth-
ers have created visualization tools, for example to help choose
a value for 𝜖 [71]. A plethora of tools exist to assist directly with
de-identification; one study evaluated two open-source tools, fo-
cusing especially on effectiveness and usability, and found ARX to
be better than Amnesia [100].

However, there has not been a systematic review of de-
identification guidance online. In a related domain, previous work
found that software developers learn to write secure code partly
from online sources [9, 114] and that the type of source affects their
performance [2]; an analysis of online guidance identified gaps in
topics and in learning aids such as examples and tutorials [4]. Our
work similarly aims to understand the content and quality of online
guidance on de-identifying data.

3 Method
We collected a dataset of 65 de-identification guides between May
and December 2023 and conducted qualitative coding on a sample
of 38. We describe how we assembled our dataset in Section 3.1
and how we analyzed it in Section 3.2. Though data collection and
analysis are presented in distinct sections, we note that these were
actually interleaved in iterative phases.

3.1 Collecting guides

Web searches. We began collecting guides through exploratory
web searches to better understand the variety of de-identification
guides available online. We analyzed an initial sample of 24 us-
ing the methods described in Section 3.2. Next, we determined a
set of inclusion criteria and systematically searched for each of
the following strings using both Google and Bing:5 “How to de-
identify data,” “How to anonymize data,” “De-identification guide,”
and “Anonymization guide.

We collected any de-identification guides that were among the
top 20 search results6 and fit the following criteria:

5We cleared browsing data between searches to reduce personalization.
6We only considered standard web page results as part of this count; i.e., we ignored
ads, videos, and AI-generated content. We did, however, include Google’s featured
snippets, as those are often lifted from among the top standard results.

• Recency: was published, updated, or reviewed in 2018 or
later.7 We focus on recent guides, as norms and methods for
de-identification are evolving rapidly; in particular, 2018 is
the year in which the General Data Protection Regulation
(GDPR) took effect and the use of differential privacy was
announced for the U.S. Census [1].

• Document type: is a document published online by humans.
We excluded presentations, books, crowdsourced guidance
such as forum posts, and AI-written articles.

• Data type: covers de-identification of microdata, not exclu-
sively aggregate statistics. We focus on microdata because its
granular nature increases the complexity of de-identification.

• Technical focus: discusses specific techniques and how they
work. We excluded documents that mainly cover a high-level
philosophy or describe regulations.

• Intent: aims to teach practitioners how to de-identify data.
We excluded research papers, as well as webpages informing
data subjects about how their data is de-identified.

• Availability: is freely accessible online or through our uni-
versity’s library.

The first author reviewed candidate guides and consulted with the
second author in cases of ambiguity. We collected at most one guide
per organization.

Recommendations. While search engines are often gatekeep-
ers of information online, our systematic searches do not neces-
sarily provide a good representation of high-quality or impactful
de-identification guides: search results are prone to manipulation
by savvy writers seeking to sell products or ad space, and results
vary widely based on specific combinations of search terms. There-
fore, we supplemented our data collection by consulting guides
recommended by eight organizations (listed in Appendix A) and
asking for recommendations from 28 researchers participating in a
separate study who have de-identification experience.

Dataset composition. In total, we collected 65 guides: 41 appeared
only in online searches, 16 were recommended, and 8 were found
both ways. All are publicly available, except one recommended
internal guide (R13) that was provided confidentially by a social
science research company. We separate guides into two groups:
39 published by government agencies, universities, or other re-
searchers and practitioners, and 26 blog posts typically published
by a business or tech-related website (which tend to be shorter,
are often one of many similar pieces of content on the same web-
site, and also sometimes advertise specific products to help with
de-identification).

3.2 Analyzing content
In order to both characterize the content of guides and explore
interpretive themes, we followed a template analysis approach to
qualitative coding [56]. The first author developed a partial initial
codebook covering de-identification techniques and other parts of
the process, based on an informal initial review of several guides.

7If a date was not readily available, we looked for references to recent years in the
text, checked webpage metadata, and/or identified the earliest snapshot of the current
version on the Internet Archive’s WayBack Machine (https://web.archive.org/).

https://web.archive.org/
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The first two authors iteratively refined the codebook while coding
guides from our dataset, adding new categories, including outcomes
of de-identification, attacks, and rationales for how to choose a de-
identification strategy.

The first two authors initially coded one guide collaboratively
to flesh out the codebook structure; they then double-coded all
remaining guides separately, meeting after every 1–5 to resolve
coding differences, update the codebook, and discuss observations.8
When changes to the codebook potentially affected previously
coded guides, the first author recoded previous guides, consult-
ing with the second author in cases of ambiguity. Our codebook is
in the supplementary materials.

We used purposive sampling to select guides from our dataset
to code, prioritizing guides that appeared different from those we
had already analyzed in the following dimensions:

• Context: e.g., regulations mentioned, intended audience.
• Content: e.g., de- and re-identification techniques.
• Format: e.g., presence of examples.
• Philosophy: e.g., framing of outcomes.

We also prioritized guides that appeared higher or more frequently
in search results, as well as the guides that were recommended.

We analyzed 38 guides in total, continuing until we reached satu-
ration [41]. These included 27 of 39 guides published by government
agencies, universities, or other researchers and practitioners, as
well as 11 of 26 blog posts. Table 2 contains information about each
guide we analyzed, and PDFs are in the supplementary materials.
The remaining 27 unanalyzed guides are listed in Appendix D in
the supplementary materials.

The two regulations referenced most often by the 38 guides
we analyzed are GDPR (N = 15) and HIPAA (N = 13). In total, 29
mention at least one law or regulatory framework pertaining to
de-identification.

3.3 Limitations
As this is a qualitative study with 38 guides, we do not claim
that results—such as the proportion of guides covering various
de-identification techniques—will generalize beyond our dataset.
For example, we do not necessarily expect results to generalize
across cultural contexts, as our guides are predominantly from
organizations based in North America and Europe.

Qualitative data analysis is inherently subjective, especially
when interpreting documents that are sometimes unclear or self-
contradictory. We aim to reduce the impact of individual bias and
error by having two researchers code each guide separately. We
also prioritize transparency by providing definitions and examples
when describing our methods, including a detailed codebook and
documentation of the guides we did and did not analyze.

4 Findings
Now, we present findings from our analysis of 38 de-identification
guides. We first synthesize the content covered by these guides,
8We used coding software to freely apply codes to excerpts from the guides ranging
from sentences to paragraphs to graphical elements. When resolving differences, we
often compared individual coded excerpts for more nuanced codes (e.g., discussing each
excerpt for which either coder had Examples or Impossible to re-identify individuals)
but checked at the document level for more straightforward codes (e.g., confirming
that both coders had Differential privacy for the guide in question).

including techniques, other parts of the process, and attacks. (For
definitions and context, refer back to Sections 2.1 and 2.2.) Next,
we highlight some problematic themes involving inconsistent defi-
nitions and gaps in coverage of threats. We conclude with elements
broadly related to usability, analyzing stated rationales for how to
decide between possible de-identification approaches, as well as
examples and other learning aids.

4.1 Content coverage
Table 3 contains an overview of the techniques, attacks, and learn-
ing aids included in the guides we analyzed. Notes on how we
defined codes and used them to produce these results are in our
qualitative codebook, and Appendix B in the supplementary ma-
terials elaborates specifically on how we decided whether a guide
provided enough detail for us to code a technique.

Differentiation in content. Some techniques are covered by al-
most all guides, such as generalizing values into broader categories
(N = 36) and replacing named entities with pseudonyms (N = 28).
Others are less common, such as subsampling only a portion of the
collected data (N = 9) and applying k-anonymity (N = 17).

Among disclosure types, singling out is more commonly dis-
cussed (N = 30) than attribute disclosure (N = 12) and probabilistic
inference (N = 6). This is not surprising, given the focus on singling
out in many foundational works related to de-identification [74, 96].
Even when other disclosure types are brought up, they are not typ-
ically a focus, with some guides deeming them irrelevant. G3 reads,
“Inferential disclosure is generally not addressed . . . since microdata
is distributed precisely so that researchers can make statistical infer-
ence and understand relationships between variables. In that sense,
inference cannot be likened to disclosure.” O2 goes further and
also excludes attribute disclosure, explaining that “most traditional
anonymisation techniques aim to protect against re-identification
and not necessarily other types of disclosure risks.”

Coverage of disclosure mechanisms is moderately high for
linking with external data (N = 27) and reverse engineering de-
identification (N = 20), but lower for attackers leveraging their
personal knowledge to achieve disclosure (N = 6).

Some guides are restrained in the diversity of content covered—
R1 only recommends 3 out of the 15 techniques and standards we
focus on—while G1 and G4, at the other end of the scale, both
discuss 13. We note that more does not necessarily mean better or
worse.

Differences across different types of guides. We note some
tendencies that distinguish types of guides from one another. Guides
intended for researchers generally leave out technically complex
methods, which see far greater coverage in other guides: these
methods include differential privacy (N = 1 out of 15 researcher
guides vs. 10 out of 23 other guides), k-anonymity (N = 2/15 vs.
15/23), synthetic data (N = 1/15 vs. 12/23), and hashing/encryption
(N = 2/15 vs. 15/23). Potential reasons include differing norms or
active skepticism [14, 72] in certain communities of researchers,
limited awareness of newer techniques such as differential privacy,
and perceived limits to researchers’ capacity. In contrast, guides
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Table 2: For each analyzed guide, this table describes who authored it, whom it was written for, when it was published, how
many words it contains, and how we found it (see Section 3.1 for details). To help distinguish different types of guides, IDs for
all blog posts start with B, while non-blog guides begin with G if written for government agencies; R for researchers; and O for
other audiences.

ID Author Audience Year Words Source1

G1 U.S. National Institute of Standards and Technology [36] Government agencies 2023 45k Û m
G2 Canada Secretariat Treasury Board [101] Government agencies 2023 4k Û
G3 International Household Survey Network [11] Government agencies 2021 78k m
G4 eHealth Queensland [30] Government agencies 2021 13k Û
G5 New South Wales Information and Privacy Commission [77] Government agencies 2020 2k Û

R1 Millennium Challenge Corporation [67] Data submitters 2020 12k ×
R2 U.S. Agency for International Development [107] Data submitters 2020 9k ×

R3 Inter-university Consortium for Political and Social Research [47] Data submitters 2019* 22k m ×

R4 Johns Hopkins University Data Services [51] Researchers 2023 6k Û! ×

R5 La Trobe University [59] Researchers 2023 1k Û!

R6 University of Groningen [104] Researchers 2023 4k Û

R7 UK Data Service [103] Researchers 2021* 4k m
R8 Abdul Latif Jameel Poverty Action Lab [57] Researchers 2020 5k Û m ×

R9 The New School Information Security & Privacy Office [99] Researchers 2020 2k Û!

R10 Vrije Universiteit Brussel [109] Researchers 2020 13k m
R11 Portage Network [84] Researchers 2020 6k m

R12 San José State University [88] Researchers 2019* 1k Û m
R13 [anonymous company] Researchers 2018 11k ×
R14 University of Washington Privacy Office [106] Researchers/employees 2019 2k Û
R15 University of South Carolina Institute for Families in Society [105] Health researchers 2018 3k Û

O1 U.S. Department of Health and Human Services [108] Healthcare providers 2022 12k Û! m
O2 Singapore Personal Data Protection Commission [82] Non-specific 2022 14k Û! m
O3 UK Anonymisation Network [31] Non-specific 2020 41k m
O4 Irish Data Protection Commission [48] Non-specific 2019 7k Û

O5 Spanish Data Protection Agency [93] Non-specific 2019* 4k Û
O6 Office of the Australian Information Commissioner [78] Non-specific 2018 8k Û m
O7 Office of the Victorian Information Commissioner [79] Non-specific 2018 2k Û

B1 International Association of Privacy Professionals [86, 87] Lawyers 2020 2k Û!

B2 Immuta [95] Businesses 2023 3k Û!

B3 Corporate Finance Institute [22] Businesses 2023 1k Û!

B4 k2view [52] Businesses 2023 4k Û
B5 MOSTLY AI [68] Businesses 2023 2k Û
B6 Privitar [85] Businesses 2022 2k Û

B7 Imperva [46] Businesses 2020* 1k Û!

B8 Okera [81] Businesses 2020 4k Û

B9 Pangeanic [89] Non-specific 2023 2k Û!

B10 Satori [90] Non-specific 2021 16k Û!

B11 Towards Data Science [66] Non-specific 2020 3k Û!

1Û = web search Û! = among the top 5 results in a systematic web search
m = recommendation by an organization × = recommendation by a researcher

*Indicates a date that represents our best estimate.

for government agencies tend to cover a wide variety of content—
with 14 coded techniques and attacks per guide on average, as
compared to 9 for other guides—though only contained examples of
de-identification. Meanwhile, blog posts discuss partial obfuscation
of data much more frequently (N = 9 out of 11) than other guides

(N = 4 out of 27), but they discuss attacks less frequently, with 2
out of 11 not covering attacks in any detail at all (compared to 1
out of 27 other guides).

While there are some trends in the kinds of content contained
by different types of guides, there is a great deal of variation among
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Table 3: Techniques and standards, attacks, and learning aids covered in each guide that we analyzed. Definitions for techniques
and standards are in Table 1, while more detail on how we coded for each concept is in the codebook.
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G1  #    #              #  #   
G2  #   #  #  #  # #  # #  # #  #  # # #
G3  # # #  #   #    #  #          
G4      #      #          # # #
G5  #    # #  # #   # #   # #  #  #  #

R1   # # # # #  # # # # # # #  # #  #  # # #
R2    # # # #   # # # # # #  # # # # # # # #
R3    #  #      # # # #  # #  # # # #  
R4    #   #  #    # # #   #  # # G# #  
R5  #  # # # #    # # # # #  # #  # #  # #
R6  #  # #  #  #   # # # #  # # # # #  # #
R7  #  # # # #   # # # # # #  # #  # #  #  
R8    # # # #    # # # # #  # # # #     
R9 #    # # #  #  # # # # #  #   #  #  #
R10    #  #   #      #   #  #   #  
R11    #  # #  #  # # #  #   #  #  # #  
R12 # #    #   #   # # #  # # # # #  # # #
R13    # # # #  #   # # # #       G#  #
R14    # # # # # # # # # # # #  # #  #   # #
R15   # #  # #  #  #  # # # # # # # # # G# # #

O1   #   # #  #  # # #  #  # #     # #
O2         #   #   #        #  
O3 # # # # # #   #  # #     # #  #  # #  
O4  #  # # # #  #   # #  #  # #   # # # #
O5  # # #  # #  # # # # #  #   #  # #  #  
O6   #  # #   #   #  # #   #  # # # # #
O7   # #  # #  # # # # #    # #  # # G# # #

B1 # # #    #  # # # # #    # # # #  #  #
B2     # # # # # # # # #     # # # # #   
B3 # #  # # # #  #   #  # # # # #  # # # # #
B4  #  # #  #  #   # #    # #  # # # # #
B5 # #  # #  #  #  # #  # # # # # # # #  #  
B6  #   #  #  #  # # #  #  # #  # # # #  
B7 # #   #  #  #   #  # # # # #  # # G# #  
B8  # #  #  #  # # # # #   # # # # #  G# # #
B9 # #   #  #  #   #  # # # # # # # # # # #
B10       #  #        # #  #   #  
B11     #  #  # #  #  # # # # # # #   #  
1For the Examples column,
 = detailed examples showing multi-variable data before and after de-identification
G# = basic examples illustrating how de-id works
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guides within each type. For this reason, along with the limited
size of our dataset, we ultimately decided against comparing guide
types as a pillar of our analysis.

Differential privacy. Interestingly, while 27 guides discuss adding
noise, only 11 discuss differential privacy. Some guides indicate
that this relates in part to differential privacy’s relative newness—
though differential privacy was proposed in 2006 [26], mainstream
adoption is more recent, with the U.S. Census notably announcing
their decision to use differential privacy in 2018 [1]. Referencing
challenges encountered by the Census, R10 recommends against
differential privacy (except for “statistically proficient” users) until
usable tools are developed for researchers. In additional to technical
difficulties, guides note a lack of research on differential privacy’s
impact on utility: G1 reads, “The theory and practice of differen-
tial privacy is still in their infancy, and at present, they are not
sufficiently well-developed enough to produce privacy-protecting
synthetic microdata that preserve interactions between more than
a few independent variables.” R13 explains that its organization
may adopt differential privacy in the future, but only after assess-
ing various considerations including usability, research funders’
expectations, and privacy-utility trade-offs.

Other parts of the process. In addition to the information in
Table 3, guides also comment on other parts of the de-identification
process. 25 guides describe threat modeling, sometimes at a high
level and sometimes detailing specific procedures. O1 defines three
risk factors to assist in assessing risk for individual or groups of vari-
ables; O3 explains how to search for individuals that are uniquewith
respect to indirect identifiers, recommending the Special Uniques
Detection Algorithm [32]. G3 tells readers that “the first step for
any agency is to undertake an exercise in which an inventory is
compiled of all datasets available in the country,” and G4 instructs
readers to test de-identified data by attacking it.

In addition, 18 guides describe documenting the process of de-
identification, often emphasizing the importance of documentation
for oversight and to help end users interpret de-identified data. At
the same time, 4 of these also warn against documenting too much,
for fear of enabling reverse engineering: these guides suggest, for
example, leaving out random seeds and avoiding specifying which
values have been modified in a targeted fashion.

13 guides discuss soliciting review from other experts, and 12
describe continuing review even after de-identified data is shared
or published, in order to account for developments in research on
disclosure risk as well as new sources of external data for linking.
We note that continuing review may have limited utility, especially
for data made public online, which can be difficult to completely
retract; R10 is the only guide to bring up this potential concern.
Nonetheless, continuing review may still be useful if new risks are
detected before data is downloaded by bad actors.

Finally, 26 guides describe adding access controls to de-identified
data or asking end users to sign data use agreements before gain-
ing access. Several guides presented these as a necessary trade-off,
given the challenge of balancing risk and utility in de-identification.
R10 takes a particularly strong stance, advocating for releasing min-
imally de-identified data with restricted access instead of making
rigorously de-identified data public: “It is often better to abandon

open access archiving of fully anonymized data and, instead, archive
the pseudonymized (= non-anonymous!) person-related research
data in restricted access. . . . This is still a form of open science, but
disclosure risks are in this case managed through a restricted access
policy and not (only) by means of anonymization methods.” How-
ever, other guides recommend against restricting access if possible:
R11 describes it as “not preferred.”

4.2 Inconsistent definitions
Across de-identification guides, key terms are defined and used
inconsistently. Here we highlight de-identification, anonymization,
inference, aggregation, perturbation, and differential privacy as espe-
cially inconsistent.

De-identification and anonymization. Some guides distin-
guish de-identification from anonymization, generally attribut-
ing stronger outcomes to anonymization. Several say that de-
identification lowers re-identification risk, while anonymization
eliminates it: G2 describes the result of anonymization as “personal
information that has been de-identified to the point that there is
no serious possibility of re-identification, by any person or body
using any additional data or technology at this point in time,” while
de-identification “carries a residual risk of re-identification.” Several
also define de-identification as only impacting direct identifiers,
while anonymization also applies to other variables: R10 reads, “In
our view, de-identification refers to the removal of direct identifiers
such as name, address etc., while anonymization is a broader con-
cept, which also deals with the disclosure potential coming from
(combinations of) indirect identifiers such as sex, age, geographical
region etc.”

These distinctions conflict with other guides. Many emphasize
that anonymization does not eliminate risk. G3 reads, “The aim
of anonymizing microdata is to transform the datasets to achieve
an ‘acceptable level’ of disclosure risk. The level of acceptability
of disclosure risk and the need for anonymization are usually at
the discretion of the data producer and guided by legislation.” And
O4 argues that due to the future potential for new data processing
techniques and new linking datasets, “It is not possible to say with
certainty that an individual will never be identified from a dataset
which has been subjected to an anonymisation process.” Likewise,
many guides do not limit de-identification to direct identifiers: O6
addresses this explicitly, saying, “Sometimes de-identification is
used to refer to the removal of ‘direct identifiers,’ such as name and
address. In this guide, de-identification is used in a broader sense
consistently with the meaning defined in the Privacy Act.”

This splintering of definitions can be partially traced to our
evolving understanding of disclosure risk. In light of attacks on
de-identified data, some guides have loosened former definitions of
anonymization that involve elimination of risk: acknowledging “the
difficulty in achieving perfect anonymisation at the present time,”
O5 says, “We will use the term ‘anonymisation’ whether or not the
identification of the data subject is reversible to a greater or lesser
degree.” Other guides have instead added qualifiers to key terms:
O3 refers to functional anonymization, which “does not assume that
anonymisation can be zero-risk or irreversible; it is meant instead
to bring anonymisation practice in line with the art of the possible,”
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and R9 encourages partial anonymization to reduce risk, as “full
anonymization is often difficult to attain and for research, often not
desirable.” Yet other guides have dropped the term anonymization
altogether: G1 avoids using the term due to “inconsistencies in the
use and definitions.”

Inference. The term inference is also used inconsistently. Some
guides provide definitions based on statistical properties of de-
identified data, which fall within the bounds of our definition of
probabilistic inference (Section 2.1): R9 defines inference as “the
possibility of deducing, with significant probability of correctness,
the value of an attribute from the values of a set of other attributes.”
Some of these, such as R13, focus specifically on such disclosures
about individuals not in the dataset.

However, other guides use inference to describe entirely different
disclosure types and mechanisms. B4 appears to simply describe sin-
gling out: “One example of an inference attack is to cross-reference
location, and browsing histories, to infer their identity.” O4 provides
an unclear definition that seems to result in identity disclosure: “In
some cases, it may be possible to infer a link between two pieces
of information in a set of data, even though the information is not
expressly linked. This may occur, for example, if a dataset con-
tains statistics regarding the seniority and pay of the employees
of a company. Although such data would not point directly to the
salaries of individuals in the dataset, an inference might be drawn
between the two pieces of information, allowing some individuals
to be identified.”

Aggregation, perturbation, and differential privacy. Finally,
there is substantial disagreement in describing certain techniques.
Aggregation is an especially common offender, with some guides
referring to the process of replacing microdata with aggregate data
(i.e., summary statistics such as counts, averages, and ranges), but
many—including G2, R7, R8, and B11—instead using it synony-
mously with generalization.

We also observed many different definitions of perturbation.
Many are in line with definitions in academic work [19, 54], includ-
ing O1, which describes adding noise in a limited way intended
to preserve statistical properties of the data as a whole. However,
some, such as R12, also include fully random alteration of data
within the scope of perturbation, while others restrict perturbation
to an extremely limited scope with negligible and even predictable
distortion: G2 defines it as “replacing specific values with other
values that are consistent for each individual. For example, adding
or subtracting two years from each individual’s actual age.” Other
guides are even broader, essentially equating perturbation to de-
identification: R1 defines it as “methods used to alter data in order
to mitigate risks to data provider[s] (i.e. removal of PII/sensitive
data; top/bottom coding of outliers).”

Definitions of differential privacy sometimes fail to distinguish
it from adding noise more broadly. R6 only mentions differential
privacy as an unexplained parenthetical, suggesting synonymity:
“perturbation or adding noise (differential privacy).” Like several
other guides, B8 leaves out the privacy guarantee in its description:
“Differential privacy introduces statistical noise (or jitter) to a nu-
meric value, such that the actual value is not known, but the new
value does not adversely distort the aggregate analysis.”

Guides also sometimes contain misconceptions about differential
privacy. For example—lumping it together with k-anonymity—B1
incorrectly states that differential privacy’s core guarantee can be
broken by new linking data: “While PETs like k-anonymization and
differential privacy can offer mathematical guarantees for individ-
ual datasets, it’s important to note these guarantees are based on
assumptions about the availability of other data that can change
over time. The availability of new data, for example, can create
new indirect identifiers.” This is in contradiction with differential
privacy’s property of immunity to post-processing [29].

4.3 Gaps in threat coverage

Overselling outcomes. As we touched on in Section 4.2, some
guides describe de-identification as making re-identification im-
possible. This can be misleading, as eliminating all risk entails
commensurate loss of utility that is rarely desirable; even for differ-
ential privacy, which does provide a guarantee against definite re-
identification, higher 𝜖 values permit re-identification of individuals
with high probability. While 22 guides describe de-identification
as lowering, rather than eliminating, this risk, 10 contain language
describing the total elimination of re-identification.

Interestingly, 9 of those 10 contain both kinds of statements,
which at first may appear to be self-contradictory. However, in
some cases, this is due to guides attributing different outcomes
to anonymization and de-identification. In other cases, it is due to
guides starting with simplistic definitions and adding nuance later.
For example, R9 starts by defining anonymization as the “complete
and irreversible removal of any information from a dataset that
could lead to an individual being identified,” before clarifying two
pages later that full anonymization is rarely desirable and that
partial anonymization can lower risk while preserving utility.

Non-identifying variables. All variables in a dataset pose some
amount of disclosure risk [75, 80]; however, some guides draw
distinctions between identifying and non-identifying variables. In
some cases, guides make extremely broad claims about the degree
of non-identifiability. For example, O2 says that target variables—
giving examples of transactions, salary, credit rating, insurance
policy, medical diagnosis, and vaccination status—“cannot be used
for re-identification as they are typically proprietary.” In reality,
these types of information are often for sale, available online, or
known to specific adversaries such as employees of a healthcare
organization.

Patchy coverage of reverse engineering. While many guides
present other disclosure types and mechanisms—particularly sin-
gling out and linking—as key concepts for readers to understand,
reverse engineering is rarely presented as a class of disclosure
mechanisms, instead popping up in ad hoc examples. Some guides
mention attacks that use knowledge or assumptions about how
specific de-identification techniques were applied to undo them:
e.g., unmasking pseudonyms that were assigned non-randomly
in alphabetical order, downcoding k-anonymous data [21], and
brute-forcing improperly hashed values. Other guides mention re-
constructing missing data by reasoning about available data: e.g.,
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Figure 1: Table 9 from G3, an example of local suppression
that is vulnerable to reverse engineering.

deducing an individual’s region of residence based on whether they
live in an urban or rural area, or guessing the identity of a pseudo-
nymized city from the demographics of individuals in the dataset
who live in that city.

Despite this great variety of reverse engineering attacks, many
guides fail to address them, even when presenting techniques or
examples that are vulnerable. For example, even though a long salt
is needed to keep hashed values from being brute forced in many
cases, only 7 of 14 guides that mention hashing also mention a salt
or key to prevent brute forcing, and only 3 of those mention a length
requirement. Guides sometimes recommend adding noise in a way
that is minimally random, increasing the likelihood that it could be
reversed: both G2 and R13 suggest adjusting values such as ages
and dates by an offset that is consistent across all records. In some
egregious cases, guides recommend techniques that are blatantly
reversible: for example, B10 suggests scrambling the letters in a
name.

Even guides that are generally conscious of reverse engineering
attacks may still let vulnerable examples fall through the cracks.
G3 discusses reverse engineering extensively, covering examples
of both reversing de-identification techniques and reconstructing
missing data; however, it also includes an example of local suppres-
sion, shown in Figure 1, that has a clear, undiscussed vulnerability.
In the example, the deleted value can either be higher or lower
education. Based on G3’s own explanation, if it were lower, then it
would not have needed to be removed because the record would
not have been unique in the datasest; therefore, an attacker could
correctly deduce that the original value must have been higher.

Similarly, though Page 6 of R8 stresses the importance of as-
signing pseudonyms in an unpredictable fashion (“at random and
not linked to a sort order (e.g., by alphabet) or any pre-existing
ID variable from another database”) to prevent reverse engineer-
ing, it misses another vulnerability in the very same example. The
proposed scheme—in which pseudonyms for villages and other
administrative divisions are encoded hierarchically—could enable
attackers to, for example, identify pseudonymized provinces by
counting the number of pseudonymized districts within them.

4.4 Limited explanation of how to de-identify
We analyzed two criteria broadly related to usability: how guides
support readers in choosing a de-identification strategy, and how
they teach readers to actually carry it out. We leave a fuller explo-
ration of usability, including testing with users, to future work.

How to choose between de-identification approaches.With
a wide array of de-identification techniques, each with its own
trade-offs, it is potentially daunting for practitioners to choose an
approach that suits their own capabilities and needs, as well as
the best interests of their data subjects. One way in which guides
attempt to help is by discussing trade-offs of specific techniques.

Most commonly, 31 guides discuss specific techniques’ impact
on risk, and 31 discuss utility. Often, these go hand in hand: O7
notes, “in relation to differential privacy, the more that the data
is altered (that is, the more noise added), the more that privacy
is preserved, yet this comes at a high cost to data utility,” and O5
similarly says, “Higher values of K correspond to more stringent
privacy requirements . . . In the obtainment of higher values of K,
we may lose fidelity in the source data.” While true, these kinds of
general statements are questionably helpful: arguably, every single
de-identification choice has a risk-utility trade-off.

Some guides provide more actionable recommendations, though
these often take the place of de-identification standards such as
k-anonymity and differential privacy rather than complementing
them. R2 explains that their repository will not publish datasets
containing both student-level and school-level information in pub-
lic access, requiring datasets either to be restricted-access or to
remove one of the information types. To avoid losing data utility,
they recommend the former. R13 also provides several actionable
recommendations, including generalizing values that appear fewer
than five times (with flexibility depending on context), as well as
echoing HIPAA Safe Harbor rules: deleting or top-coding ages 90
and up, and pseudonymizing geographic regions containing fewer
than 20,000 people.

17 guides comment on the usability or accessibility of specific
de-identification techniques. This includes techniques that require
expertise to carry out: multiple guides state that differential privacy
is difficult to implement. It also includes techniques that are com-
putationally expensive: G3 notes that using microSDC to conduct
local suppression or shuffling can require prohibitive amounts of
computational power, suggesting that these methods be combined
with other de-identification techniques that can reduce complexity
in the dataset first. Occasionally, guides present other rationales
for choosing specific techniques. Several consider the potential for
the appearance of de-identified data to be misleading in various
ways, for example contrasting adding noise with other techniques
such as deletion and generalization: R8 warns that adding noise to
location data could create “the illusion of precision,” and G3 warns
that adding noise generally could cause participants to believe their
data was not de-identified, reducing their willingness to participate
in future surveys.

G1 lays out two kinds of standards—risk-based and prescriptive—
created by government agencies and regulations, designed to guide
practitioners through the process of de-identification. We see these
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distinctions among our guides as well. Risk-based guidance em-
phasizes the importance of thinking critically, taking context into
account, and avoiding one-size-fits-all solutions; it also sometimes
emphasizes that de-identification is a subjective process. Risk-based
guidance often lists de-identification techniques and their trade-offs
to help readers understand and judge for themselves: G4 and R12
both contain tables listing techniques and descriptions alongside
details about their impact on risk and utility (G4) or their pros
and cons (R12). Prescriptive guidance, on the other hand, often
provides suggested thresholds or rules, and it may refer back to
prescriptive standards such as HIPAA Safe Harbor. Prescriptive
guidance sometimes organizes content around data types to pro-
vide unambiguous direction on how to de-identify data in different
situations: O2 provides type-by-type instructions for de-identifying
gender, date of birth, geographical location, and more (as do others,
including R8 and R4, though in much less detail), while R13 pro-
vides different instructions for different situations, including how
to treat values with low counts, continuous variables, outliers, and
identifiers within text fields.

How to implement de-identification. Just half (N = 19) of the
guides we analyzed provide examples of data that help illustrate
how de-identification works; these largely consist of tables of ex-
ample data before and/or after de-identification. Of these, 13 guides
provide detailed examples, which (1) illustrate data both before and
after de-identification and (2) demonstrate de-identification across
multiple variables in a meaningful way (e.g., different techniques
are applied to different variables, or several variables are consid-
ered in the process of achieving k-anonymity). R5 provides a table
with three individuals’ data, showing how names are pseudonym-
ized, ages and addresses are generalized, dates are distorted with
noise, and IP addresses are deleted; interestingly, this example is
followed by reflection questions encouraging readers to think about
the choices made in the example and consider alternatives.

Not all examples are good. In addition to examples that fail to
protect against reverse engineering (Section 4.3), we also observed
some examples that likely undermine utility past the point of useful-
ness. Examples in B5 replace all salaries and addresses with entirely
random synthetic values; examples in O2 and B7 randomly swap
all values for all individuals. Unless specific reasons are given for
these niche approaches, most readers would probably benefit from
either simpler examples such as deleting data, or more nuanced
ones that reduce risk while doing more to preserve utility.

Beyond examples, 3 guides describe de-identification case stud-
ies, with G3 including several detailed case studies from the authors’
own experience that contain descriptions of both techniques and
metrics of risk and utility. Moving into attacks, 8 guides provide
case studies of disclosure. Most case studies arefrom research and
journalism focused on the topic of de-identification, with 5 men-
tioning Sweeney’s study estimating that 87% of the U.S. population
is identifiable by their zip code, birth date, and gender [96]. Just one
case study discussed data being exploited for other purposes: G1
mentioned the case of a news website The Pillar outing a Catholic
priest using poorly de-identified data from the app Grindr [13].

18 guides suggest tools to help with de-identification. Com-
mon examples include ARX [8], sdcMicro [98], and 𝜇-ARGUS [44].

Some guides strongly recommend using specialized tools for de-
identification, including G1, which recommends that government
agencies do so because de-identifying data in general-purpose soft-
ware such as spreadsheets “typically lack the key functions required
for sophisticated de-identification” and “may encourage the use
of simplistic de-identification methods, such as deleting columns
that contain sensitive data categories and manually searching and
removing individual data cells that appear sensitive.” On the other
hand, some guides express reservations that tools are not designed
for and tested with a diversity of end users: R13 notes that several
tools including ARX have primarily been used on large datasets in
specific domains such as health, rather than on the smaller-scale
kinds of data its organization regularly deals with.

5 Discussion
In light of our findings, we now discuss suggestions for improving
de-identification guides, as well as directions for future work.

Practitioners face amaze of contradictory andmisleading def-
initions. The guides we analyzed contained conflicting definitions
for key terms such as anonymization, inference, aggregation, and
differential privacy. This increases risk of misunderstandings and
misaligned expectations, making productive discussion—between
researchers and data repository staff, privacy engineers and stake-
holders, social scientists and cryptographers—more difficult.

As others have before us [36], we find existing attempts to distin-
guish anonymization from de-identification problematic, overselling
the degree of protection against unwanted disclosure or overly lim-
iting the scope of de-identification techniques. Ideally, a single term
would be used by all guides to indicate a spectrum of approaches
and outcomes. Unfortunately, this is unrealistic, as different terms
are already deeply encoded in regulation and practice: for exam-
ple, anonymous data and pseudonymisation are GDPR terms, and
deidentified data is a CCPA term. Others have already tried and
failed to coalesce various communities around a single term [80].
To avoid confusion, our recommendation to guide writers, policy-
makers, practitioners, and others is to always be explicit about (1)
whether given methods are limited to direct identifiers only, and (2)
what kind of risk reduction is the goal (being cautious of promising
unreasonable privacy outcomes, such as the total elimination of
risk). This should resolve the most notable conflicts in terminology
we observed in our dataset. Explicitly acknowledging the existence
of conflicting terminology may also reduce confusion.

It is similarly tricky to provide an agreeable definition for infer-
ence. This is partly because it has also been defined variously by
previous work. Some works have scoped inferential disclosure in-
credibly broadly, encompassing any increase in an attacker’s ability
to learn or guess information about any individual, whether or not
they are in the dataset [24, 25]. Finding this too broad to be useful,
Kifer et al. created a new definition that distinguishes between valid
scientific inferences and privacy-breaching inferences (including
identity and attribute disclosure), by considering whether a disclo-
sure is caused by an individual’s inclusion in a dataset [55]. Given
this smorgasbord of definitions, guides should use precise language
when describing inference. In many cases, guides may consider
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avoiding the term altogether and instead explaining in other words
how disclosure can occur even in the absence of certainty.

Our recommendations for definitions of techniques are more
prescriptive. Aggregation, confusingly, has two entirely distinct
definitions, and we urge guide writers to define it as converting
microdata into aggregate data, rather than grouping values into
coarser categories (i.e., generalization). Perturbation is not always
presented in a way that helps readers navigate the balance be-
tween privacy and utility, with guides describing heavy-handed
approaches such as totally random alteration of data, as well as
quite limited approaches such as shifting values the same amount
for all individuals. We argue perturbation should be scoped simi-
larly to its usage in published work—that is, adding noise to data
in a way that aims to preserve overall statistical properties. Last
but not least, guides should avoid common misconceptions about
differential privacy, most of which involve failing to distinguish it
from adding noise broadly. Explaining differential privacy is not
easy and is an active area of research in the context of the gen-
eral population [23, 53, 58, 73, 92, 112, 115]; while these can be a
starting point, future work investigating explanations specifically
for practitioners would provide better insight. While prior works
have studied how to help practitioners implement differential pri-
vacy [27, 71], more work is needed in this crucial earlier step of
communicating when and why to use differential privacy in the
first place. Nanayakkara and Hullman take initial steps by analyz-
ing discourse around differential privacy for the U.S. Census, to
understand the causes of controversy [72].

Guides could provide more recommendations against cer-
tain techniques. Recommendations for how not to de-identify
data are nearly nonexistent in the guides we analyzed. As a result,
what coverage exists of several de-identification techniques that
we believe should be retired is largely positive or neutral. We sug-
gest that guides consider actively discouraging use of the following
techniques except in niche situations:

• Partial obfuscation risks reverse engineering and generally
lacks a meaningful utility benefit. If it is recommended, a
specific reason should be given for why the retained data is
more useful than simply deleting it altogether.

• Hashing and encrypting also risk reverse engineering and
lack a meaningful utility benefit. Creating properly random
pseudonyms (and retaining a key until it is no longer needed)
offers the same level of protection.

Despite problems with other traditional de-identification tech-
niques, such as generalization and deleting individual values, they
still have a necessary place in de-identification guides until usable
differential privacy tools exist for a range of practitioners whose
workflows include Excel, R, and Stata; and until differential pri-
vacy techniques are rigorously demonstrated to meet the needs of
stakeholders such as data users and research funding agencies.

Guides could discuss attacks more systematically. Previous
work has suggested that understanding how attacks occur is impor-
tant for software developers and security professionals to defend
against them [91, 110, 111]. In the context of de-identification, at

a minimum, we believe singling out and linking should be cov-
ered by all guides, as they are components of disclosure that are
well researched and carry significant potential for harm. While
most guides did mention singling out and linking, not all did (espe-
cially blog posts), and some mentioned them offhand rather than
highlighting them as key concepts.

We believe reverse engineering should be treated as its own
category of disclosure mechanisms—though guides should also
continue to highlight vulnerabilities for specific techniques, such as
some of the examples in Appendix C in the supplementarymaterials.
Guides should also discuss attribute disclosure and/or probabilistic
inference, to avoid giving the impression that preventing singling
out will eliminate all risk. This is a notable gap within our corpus—
26 guides do not mention either type of disclosure.

Future work could inform the proper balance between de-
identification techniques and access control. Many guides ad-
vocate for using access control and data-use agreements to guard
the release of de-identified data, in order to manage the difficulty of
balancing utility and risk with de-identification techniques alone.
This is a sensible approach that speaks to the success of researchers
who have studied and spoken out about issues with traditional
de-identification techniques.

However, access control comes with its own challenges. In in-
terviews with privacy practitioners at companies, Garrido et al.
found that “analysts suffer from lengthy bureaucratic processes for
requesting access to sensitive data, yet once granted, only scarcely-
enforced privacy policies stand between rogue practitioners and
misuse of private information” [39]. They conclude that differential
privacy might help reduce barriers to accessing data while also
decreasing risk. Similarly, Yoon and Copeland interviewed staff
at community-based organizations who struggle to access gov-
ernment data on important topics such as domestic violence and
sexual assault, because the practice of granting access through in-
dividual consultations means staff must contend with long delays,
inconsistency between different government agencies, and lawyers’
“nervousness” about confidentiality [116]. Further, Tyler analyzed
documents and interviewed staff at data repositories, identifying
inconsistencies in how different repositories evaluate researchers’
requests for data access [102].

Balancing the trade-offs between de-identification techniques
and access control is a thorny issue. Future user-centered research
and dialogue could provide paths forward by further characterizing
(1) the robustness of protecting data through access control, (2)
the practical challenges faced by diverse practitioners tasked with
applying de-identification techniques, and (3) the barriers intro-
duced by both approaches for data users. Ultimately, we hope these
investigations would make it back into de-identification guides
in the form of a framework for deciding what combination of de-
identification techniques and access control should be employed
to protect a given dataset, and whether it is worth the effort to
create multiple data releases with different combinations of these
measures. This echoes a call by researchers at the Inter-university
Consortium for Political and Social Research to seek a “better un-
derstanding of the workflows of researchers accessing confidential
data, how they work, and with whom they work or collaborate,” in
order to inform future design of data access mechanisms [83].

https://osf.io/mz4p5/
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Improving usability is key. De-identification is a complicated
process, and guides for practitioners must be designed to be clear,
readable, and actionable. More examples would help—especially
detailed examples showing the before and after of de-identification
in the context of multiple variables, which are present in just 13
of the guides we analyzed. Case studies of re-identification would
both reinforce key concepts and highlight the importance of de-
identification; real-world case studies outside of the academic and
journalistic settings, such as the outing of a Catholic priest using
poorly de-identified data from Grindr [13], would provide even
greater motivation.

Guides should also ideally be evaluated with real users. This
includes testing specific guides before release to determine whether
they are clear and facilitate effective learning. This also includes
future work aimed at answering certain high-level questions about
how best to structure guides: e.g., are risk-based or prescriptive
standards, discussed in Section 4.4, more effective at teaching vari-
ous aspects of de-identification? Do practitioners find big tables of
techniques useful, and do they prefer for them to be organized by
technique or by data type? Answers to these questions likely de-
pend on the target audience, meaning that there is fruitful research
to be done on how to tailor advice to a variety of practitioners.
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A Sources of guide recommendations
We collected qualifying guides from the websites of six universities,
research groups, and data repositories:

• Australian Research Data Commons: https://ardc.edu.au/
resource/identifiable-data/

• University College Dublin: https://libguides.ucd.ie/data/
ethics

• University of California San Francisco: https://data.ucsf.edu/
cdrp/de-identification

• University of Winnipeg: https://libguides.uwinnipeg.ca/rdm/
anonymization

• The World Bank Development Impact department: https:
//dimewiki.worldbank.org/De-identification

• Dryad: https://datadryad.org/docs/HumanSubjectsData.pdf
We also collected qualifying guides listed in the appendices of G1
(U.S. National Institute of Standards and Technology) [36] and as fur-
ther/recommended reading in R6 (University of Groningen) [104].

Supplementary materials containing Appendices B–D are located
at https://osf.io/mz4p5/.
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